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ABSTRACT

This research addresses the challenge of effectively iden-
tifying negative feedback in spoken audio within the con-
text of voluminous and complex user-generated content. The
study introduces an integrated audio analytics framework de-
signed to enhance processing speed and accuracy. The frame-
work combines Query-by-Example Spoken Term Detection
(QbE-STD), Speaker Diarization (SD), and Automatic Speech
Recognition (ASR) with text-based feedback (sentiment, tox-
icity and sarcasm detection). By employing QbE-STD, the
system facilitates targeted retrieval of specific terms, thus op-
timizing processing duration. Additionally, the application
of transfer learning techniques to under-resourced languages,
such as Thai, demonstrates significant improvements in the
accuracy of both ASR and text-based feedback analysis. This
research paves the way for future studies in large-scale analy-
sis of audio-based negative feedback. It also highlights the po-
tential for deploying efficient audio analytics in various fields,
including content moderation and decision support systems.

Index Terms— Multimodal Negative Feedback Detec-
tion, Target retrieval, Transfer learning, Audio analysis, Thai

1. INTRODUCTION

In the digital age, the vast array of user-generated content, in-
cluding videos, comments, and reviews, serves as a critical
resource for understanding public sentiment. Such content is
invaluable for decision-making in business, government, and
individual contexts. However, a primary challenge lies in ef-
ficiently processing and analyzing this extensive data within
constrained time limits, considering its volume and diversity.
Particularly challenging is the interpretation of negative feed-
back, a task complicated by these constraints.

In various subfields related to audio and text processing for
negative feedback retrieval, including QbE-STD, SD, ASR,
and Natural Language Processing (NLP) techniques for sen-
timent analysis, toxicity, and sarcasm analysis. We note a re-
search gap in under-resource languages such as Thai in QbE-
STD, despite advancements in deep learning frameworks for
feature extraction [1]. In SD, recent methods utilize deep neu-
ral networks [2] for managing overlapped speech, but often

neglect integration with other components for comprehensive
emotion analysis. ASR advancements, such as the Whisper
model [3], require extensive training data, which we address
through transfer learning for Thai. Sentiment analysis mod-
els, such as BERT [4] and WangchanBERTa [5], have shown
promise, as have techniques in toxic content detection and sar-
casm identification, where transfer learning [6, 7] is com-
monly applied. However, emotion analysis in spoken content,
especially in Thai [8], remains underexplored, with limited
integrated use of SD, ASR, and text-based sentiment analysis.
Our research aims to bridge these gaps by creating a frame-
work for efficient and precise emotion analysis in Thai.

To address the challenge of identifying negative feedback
in voluminous user-generated spoken content, we propose an
integrated audio analytics approach. This framework com-
bines QbE-STD, SD, and ASR to efficiently pinpoint negative
comments in videos, reducing analysis time. QbE-STD aids
in efficient retrieval and analysis of relevant spoken content, a
necessity in lengthy and diverse audio sources.

Our research focuses on developing a framework for as-
sessing negative feedback in under-resourced languages like
Thai, using transfer learning techniques. We aim to demon-
strate the functionality of our framework and its applications
in decision-making processes. Thus, our contributions are:

1. We propose an Integrated Audio Analytics Framework
designed to identify negative feedback more efficiently
and quickly. This framework combines QbE-STD, SD,
and ASR to enhance performance. It is capable of ex-
tracting and analyzing speech information from videos,
facilitating precise retrieval of spoken content, convert-
ing dialogue into text, and evaluating the presence of
toxicity, sentiment and sarcasm.

2. We present employing transfer learning techniques to
enhance the framework’s efficiency in resource-scarce
languages, particularly Thai. This method overcomes
the issue of limited language-specific data, significantly
improving the accuracy of negative feedback analysis
and individual performance in Thai spoken content.

The structure of the paper is as follows: Section 2 details
our proposed system. Implementation aspects are discussed in



Section 3, and results are presented in Section 4. The discus-
sion and future work are covered in Section 5, and the paper
concludes with Section 6.

2. METHODOLOGY

The proposed method efficiently handles negative feedback
and comments associated with specific terms in spoken au-
dio. It achieves this by integrating QbE-STD, SD, and ASR
with text-based analyses of sentiment, toxicity, and sarcasm.
Our research emphasizes rapid data processing and analysis of
audio content, particularly focusing on terms of interest. This
approach not only saves time but also reduces the computa-
tional resources required. To outline the proposed framework,
the process is initiated by extracting terms from the audio us-
ing QbE-STD. Subsequently, the audio is segmented based on
speaker identity through SD, and each utterance is transcribed
using ASR. These transcriptions are then analyzed for senti-
ment, sarcasm, and toxicity, as illustrated in Figure 1.

2.1. Query-by-Example Spoken Term Detection

QbE-STD is focused on identifying specific terms within au-
dio data. In our study, we use a pre-trained Acoustic Word
Embeddings (AWEs) network [9] to encode a Thai corpus.
To improve word discrimination, we implement Deep word
discrimination loss (DWD loss) [9]. Additionally, we uti-
lize Word embedding basis [9], a sliding window technique
for acoustic word matching in QbE-STD tasks. During fine-
tuning, acoustic embeddings are generated following specific
guidelines [9]. To evaluate the effectiveness of these AWEs,
we use the same-different word discrimination task,as de-
scribed by [9]. We measure the cosine similarity between each
pair of embeddings, comparing it against a threshold of 0.5 to
determine if they represent the same word.

2.2. Speaker Diarization

SD is a crucial component in our framework for identifying
‘who spoke when’. The outputs of SD, which are speech
segments with corresponding speaker identities, are fed into
an ASR model for transcription. This process amalgamates
into a text-based conversational dialogue extracted from au-
dio recordings. Developing an SD model involves address-
ing three distinct challenges: voice activity detection, speaker
change detection, and overlapped speech detection, which
complicate efforts to enhance model performance. To address
these challenges, we adopt an end-to-end neural speaker di-
arization approach [10], enabling our SD model to incorporate
these sub-tasks. This approach is particularly effective in han-
dling overlapped speech regions with resegment to consider
only non-overlap speech regions, distinguishing it from other
methods. Its efficacy is especially notable in analyzing Thai
YouTube videos, where overlapped speech is common.

2.3. Automatic Speech Recognition

ASR is designed to transcribe spoken words into text. In
our study, we enhance ASR for resource utilization, which is
adapted after QbE-STD and SD are processed. This integra-
tion is aimed at identifying and focusing on non-overlapping
speaker utterances. By doing so, we aim to optimize the effi-
ciency. Besides, to handle under-resource, we employ a trans-
fer learning method using pre-trained Whisper models [3, 11]
for Thai language ASR. These models are initially trained
on various publicly available sources and then fine-tuned us-
ing a dedicated Thai dataset, yielding remarkable transcrip-
tion accuracy on benchmark datasets. For fine-tuning in Thai,
we utilize the Large Thai Multi-domain Multi-environment
(LTMM) dataset1 for model training in conjunction with Thai
benchmark dataset. Our ASR model is fine-tuned Whisper
[11] with the LTMM dataset using cross-entropy function for
training sequence-to-sequence systems on classification tasks.
In this setting, the system is trained to accurately classify the
target text token from a pre-defined vocabulary of text tokens,
as followed from this script2. Models trained on the LTMM
dataset demonstrate improved generalization capabilities.

2.4. Natural Language Processing

In this study, we implement three text-based analytical meth-
ods following ASR processing: sentiment analysis, toxic clas-
sification, and sarcasm detection. Addressing the unique chal-
lenges presented by the Thai language, which is notably diffi-
cult for text preprocessing due to its lack of clear word bound-
aries [12], requires innovative solutions for effective feedback
extraction. To tackle this, our methodology leverages a sophis-
ticated transfer learning approach centered on the Elementary
Discourse Unit (EDU) [13] for initial word tokenization. This
technique is specifically designed to improve the accuracy of
Thai text tokenization, where traditional methods are inade-
quate due to the complexity of the script. After tokenization,
a refined analysis process is applied to these tokenized units to
extract nuanced text-based feedback. This method not only ad-
dresses the linguistic challenges of Thai but also contributes to
improving text analysis for under-resourced language, thereby
ensuring the adaptability and efficacy of the system in deriving
meaningful insights from Thai spoken content.

2.4.1. Sentiment Analysis

Thai sentiment analysis, classifying text into sentiment cate-
gories. We utilize advancements in pre-trained models, such
as WangchanBERTa [5], and adopt EDU [13] for word tok-
enization during text preprocessing. Moreover, we fine-tune
WangchanBERTa using a multi-layer perceptron (MLP) based
on our dataset, specifically for text classification. This process

1github.com/JoesSattes/Large-Thai-Multi-domain-Multi-environment.git
2huggingface.co/blog/fine-tune-whisper
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Fig. 1. The proposed negative feedback detection pipeline in Thai spoken content

is detailed in Section 3, and follows the script available here 3.
This approach aims to enhance the performance of the model
in accurately classifying sentiment in Thai text.

2.4.2. Toxic Classification

We employ a transfer learning approach using the pre-trained
WangchanBERTa model [5] for Thai toxic content classifica-
tion. Our study explores two fine-tuning methods: normal
and comparative. In the normal method, text representation
is handled through a MLP. This involves point-wise MLP,
implementing dropout at a rate of 0.1, and incorporating an
MLP classification head. The comparative method, on the
other hand, uses KimCNN [14] with contrastive learning for
improved model robustness and extend comparative view be-
tween toxic and non-toxic.

2.4.3. Sarcasm Classification

Sarcasm Classification, which identifies instances of sarcasm
in both spoken and written language, is a challenging task
in NLP. Similar to our toxic content classification approach,
our method utilizes a transfer learning technique with the pre-
trained WangchanBERTa model [5]. This model is specif-
ically fine-tuned for detecting sarcasm within the Thai lan-
guage context, aiming to effectively discern sarcasm in various
forms of communication.

3huggingface.co/docs/transformers/main/en/tasks/sequence_classification

3. EXPERIMENTAL SETUP

3.1. Experimental setting

In the realm of QbE-STD, our research employs a variety of
English and Thai datasets, such as Buckeye [15], Librispeech
[16], TIMIT [17], Command Voice 12 (English and Thai)
[18] and Gowajee [19]. We initially trained a monolingual
AWEs model using the Thai Common Voice dataset. This is
followed by an assessment of word embedding models, en-
hanced through transfer learning from the pre-trained XLSR-
53 model, with a specific focus on the Gowajee dataset. We
use fixed-dimensional acoustic embedding matching for eval-
uation, comparing unseen Thai spoken queries from the 2017
and 2019 editions of Gowajee against test utterances from its
2018 and 2020 editions. For datasets without existing word
timestamps, we utilize The Montreal Forced Aligners for ac-
curate timestamping, adhering to evaluation criteria that target
words longer than 0.5 seconds.

Speaker Diarization models, which identify non-speech
segments, overlapping speech, and individual speakers, re-
quire extensively annotated audio recordings. The high cost
and time investment of data collection is mitigated by using
a spoken dialogue generator (SDG) [20] to create synthetic
dialogue audios and annotations. This method, proven effec-
tive in training SD models, is applied using Thai data from
the VoxLingua107 dataset. Our approach involves generating
1,000 dialogues, divided into an 80:20 training and test set ra-
tio, to optimize SD model training through experimentation
with various SDG parameters.

For ASR, we utilize the LTMM dataset1, consisting of over
381 hours of speech recordings, to train a Thai ASR model.
This dataset is crucial for training and evaluation, and we im-
plement data preparation, as followed in this script1, including



data cleansing, audio normalization and segmentation.
For Toxic Classification, we use the Thai tweet toxic

dataset3 contains 2160 sentences (828 sentences for non-toxic
and 1332 sentences for toxic), with a division of 80% training,
10% validation, and 10% testing, employing a five-fold cross-
validation methodology. Preprocessing includes removing ir-
relevant content and tokenization.

In Sentiment Analysis, we focus on financial banking con-
tent from the private Social dashboard dataset that aggregates
Thai sentiment data from various sources (e.g. Twitter and
Wisesight), comprising Thai user-generated content. Sen-
tences are annotated by linguistic experts into positive, neutral,
and negative categories, following preprocessing steps similar
to those in our toxic classification experiment.

Sarcasm Classification is conducted using a specially cu-
rated Thai sarcasm dataset. Due to the scarcity of labelled
Thai sarcasm data, Twitter hashtags are used to compile a
dataset containing 50,000 instances each of sarcasm and non-
sarcasm. In contrast to English, where the hashtag “#sarcasm”
clearly signals sarcastic content and its absence indicates sin-
cerity, Thai lacks a definitive marker to distinguish sarcasm.
To bridge this gap, we propose introducing specific hashtags
to help distinguish between sarcasm and sincerity in Thai.
These include one hashtag for sarcasm (“#ประชด”) and three
for sincerity (“#ไม่ประชด”, “#จริง,” and “#พูดจริง”), facilitating
a clear distinction between sarcastic and non-sarcastic state-
ments. During data preprocessing, elements like user men-
tions, URL links, and the retweet label are eliminated. The
dataset is processed in a manner consistent with our toxic clas-
sification experiment. Additionally, features such as emojis
and hashtags are extracted to improve model interpretability.

Finally, the audio analytics system is implemented to
compare the performance of two configurations: one with
Spoken Term Detection and the other without it. This
pipeline includes several components: QbE-STD, Speaker
Diarization (SD), ASR, Sentiment Analysis, Sarcasm Clas-
sification, and Toxicity Classification. The comparison em-
phasizes processing time and overall efficiency, highlighting
the differences between systems employing QbE-STD and
those that do not. For this analysis, user-generated videos
from YouTube of various lengths are utilized. The specific
videos selected for this study can be accessed through the
following YouTube links: J1MAZ9hAv2Q, PuQzw9RHg7c,
CWl_we4fkEQ, 5ZUwsYN3y8E and bfSuFQObjcQ.

3.2. Evaluation

Evaluation metrics include Mean Average Precision (MAP)
and Precision at 5 (P@5) for QbE-STD, Diarization Error Rate
(DER) for SD, Word Error Rate (WER) for ASR, macro and
micro F1-Scores for Sentiment Analysis, and accuracy, F1-
score, precision, and recall for Toxic and Sarcasm Classifica-
tions. Processing time, measured in seconds, is the key metric

3https://huggingface.co/datasets/thai_toxicity_tweet

Table 1. The performance of audio analytic system (%)
Audio analytic Aud. Proc. QbE-STD SD ASR Sent. Tox. Sarc.

system (sec.) mAP DER WER F1-score
w QbE-STD 3014.2 48.4 83.7 10.4 22.9 93.5 91.4 86.2

w/o QbE-STD 331.1 - 10.6 23.2 92.4 92.1 86.5

Table 2. The performance of word discrimination and QbE-
STD (%)

Model word dis. QbE-STD
selected word unseen word

mAP mAP P@5 mAP P@5
A2E-Net with DWD loss 81.48 72.23 76.9 58.21 65.18
A2E-Net with softmax loss 77.29 66.98 75.88 52.12 64.22
XLR-53 with DWD loss 65.17 56.21 59.70 43.41 41.40
XLR-53 with softmax loss 62.83 51.06 58.59 38.72 32.27
XLSR-53 62.19 50.45 56.91 21.34 28.99

for end-to-end evaluation.

3.3. Data Preprocessing

Audio data undergoes resampling and conversion to mono
channels for QbE-STD, SD, and ASR models. Text data is
filtered for special characters and tokenized using EDU tok-
enization for sentiment analysis, toxic classification, and sar-
casm classification.

4. EXPERIMENTAL RESULT

4.1. The performance of audio analytic system

The table presents a comparative analysis of the performance
of audio analytics systems with and without QbE-STD. It de-
tails both the average audio duration (Aud.) and the average
processing duration (Proc.) in seconds for the selected files.
The inclusion of QbE-STD significantly reduces the process-
ing time of the Audio Analytics System and marginally im-
proves the WER and DER. Additionally, The system with
QbE-STD excels in sentiment analysis (Sent.), showing a
higher F1-score compared to the version without QbE-STD,
which performs marginally better in toxicity classification
(Tox.) and sarcasm classification (Sarc.).

4.2. The individual performance

The performance of QbE-STD : Table 2 shows the perfor-
mance of our A2E-Net model in the QbE-STD task. Achiev-
ing an 81.48% mAP on command voice data, the effectiveness
of the model is evident, particularly with the DWD loss appli-
cation. On Gowajee dataset, a slight performance decrease for
unseen words suggests potential areas for optimization.

The performance of SD : Evaluating different configu-
rations of SD models, where the maximum number of utter-
ances per speaker is set to 5, Table 3 indicates a DER of around



Table 3. The performance of speaker diarization
Setting Max dialogue length (sec.) Max no. of spk DER (%)

1 2 3 15.79
2 2 2 10.34
3 3 3 13.18

13.10%. Notably, the number of speakers substantially affects
a DER, while overlapping speech duration has a lesser impact.

Table 4. The WER of Thai ASR performance (%)
Approach Model Micro Average Macro Average

Baseline AIResearch’s Wav2Vec2 (XLSR) [21] 39.53 38.88
Baseline VISTEC’s Wav2Vec2 (XLSR) with deepcut + LM [22, 23] 29.89 30.97
Baseline VISTEC’s Wav2Vec2 (XLSR) with newmm + LM [22, 24] 30.22 32.40
Baseline OpenAI’s Whisper-Small [25, 11] 120.16 98.23
Baseline OpenAI’s Whisper-Medium [25, 26] 86.34 65.42
Baseline Thonburian Whisper [27, 28] 55.33 42.18
Fine-tuning Facebook’s Wav2Vec2-XLS-R-300M [29] 37.64 37.97
Fine-tuning Facebook’s Wav2Vec2-XLS-R-300M (LM) [29] 28.45 31.37
Fine-tuning Whisper-Small 23.06 19.12

The performance of ASR : The WER for different Thai
ASR models on the LTMM dataset is detailed in Table 4, with
the Whisper-Small model demonstrating the lowest WER, un-
derscoring its proficiency in Thai language transcription.

Table 5. The performance of sentiment classification (%)
Pretraining Macro F1-Score Micro F1-Score

XLM-Roberta-base 71.74 88.72
WangchanBERTa 75.92 91.98

The performance of sentiment classification : As in-
dicated in Table 5, our WangchanBERTa model excelled in
sentiment analysis, outperforming XLM-Roberta-base in both
macro and micro F1-Scores.

The performance of toxic classification : Table 7 details
the superior performance of WangchanBERTa in toxic classi-
fication, surpassing XLM-Roberta-base in all metrics.

The performance of sarcasm classification : Our
WangchanBERTa model again proved superior, as shown in
Table 7. It outperformed XLM-Roberta-base across all met-
rics, especially in comparative fine-tuning.

5. DISCUSSION AND LIMITATIONS

This research introduces the framework for identifying nega-
tive feedback within Thai spoken audio, leveraging an integra-
tion of QbE-STD, Speaker Diarization, ASR, and advanced
NLP techniques. Our approach markedly enhances the effi-
ciency and accuracy of processing complex, user-generated
content by targeting specific spoken terms, a methodology
especially beneficial in under-resourced languages like Thai.
The incorporation of transfer learning has markedly enhanced
the performance of the ASR and NLP components, as shown
in Table 4, 5,6 and 7. The QbE-STD not only substantially re-
duced processing time but also achieved minor enhancements

Table 6. The performance of toxic classification model (%)
Fine-tuning Pretraining Accuracy F1-Score Precision Recall

Comparative [14] XLM-Roberta-base 82.5 82.5 82.5 82.5
Comparative [14] WangchanBERTa 82.1 82.0 82.7 82.1
Normal mBERT 83.21 83.21 83.21 83.21
Normal XLM-Roberta-base 85.82 85.82 85.82 85.82
Normal WangchanBERTa 91.05 91.04 91.19 91.05

Table 7. The performance of sarcasm classification model (%)
Fine-tuning Pretraining Accuracy F1-Score Precision Recall

Comparative [14] XLM-Roberta-base 83.13 83.12 83.14 83.13
Comparative [14] WangchanBERTa 86.01 86.01 86.02 86.01
Normal XLM-Roberta-base 81.47 81.47 81.48 81.48
Normal WangchanBERTa 82.90 82.89 83.02 82.93

in WER, DER and F1-scores, proving its effectiveness in accu-
rately categorizing text by sentiment. These advancements un-
derscore the potential of the framework across various appli-
cations, from content moderation to decision support systems.
The study encountered limitations, including decreased QbE-
STD efficiency with unfamiliar words and increased DER in
specific scenarios. These challenges underscore the necessity
of further studies in future work to enhance the adaptability,
generalization and computational efficiency of the framework.

6. CONCLUSION

This study proposed an innovative framework to enhance
the identification of negative feedback in Thai spoken au-
dio, leveraging integration of QbE-STD, Speaker Diariza-
tion, ASR, and advanced NLP techniques, including sentiment
analysis, toxic classification, and sarcasm detection. This ap-
proach significantly improves feedback retrieval in terms of
the speed and accuracy.Notably, the utilization of QbE-STD
for efficient term retrieval reduced processing time by 15%
and increased the F1 score for sentiment analysis. Moreover,
incorporating transfer learning boosted ASR performance,
achieving WER of 19%, and enhanced text-based feedback
analysis, yielding F1 scores of 76% for sentiment analysis,
91% for toxic classification, and 86% for sarcasm detection.
These advancements are significant for under-resourced lan-
guages with ambiguous word boundaries, such as Thai, mak-
ing substantial contributions to audio and text analytics.
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